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Em sua coluna na Folha de Sao Paulo de 08.12.2020, intitulada O
papel do Google, Pablo Ortellado mostra o arranjo entre o governo e os grandes
canais bolsonaristas no YouTube: o Planalto entrega ou autoriza imagens
exclusivas do presidente e os canais produzem reportagens e pecas de
propaganda monetizadas. O arranjo beneficia diversos canais, que chegam a
receber, com esse modelo de negodcios, 330mil doblares no periodo de
aproximadamente um ano.

Segundo o autor, “os maiores canais no YouTube que alimentam
ideologia autoritaria e populista do bolsonarismo recebem recursos pela
monetizacdo do Google”. Isso mostra que, nao obstante os preocupantes
desdobramentos politicos do modelo de negobcios, as repercussoes econdmicas
também nao s3o triviais.

O artigo chega a mencionar a iniciativa da campanha “Sleeping
Giants” que, ao tentar desmonetizar a indastria da desinformacao, optou por
pressionar diretamente as marcas anunciantes ao invés de convencer o Google a
suspender a monetizacdo desses sites. Dai a importante conclusao de Pablo
Ortellado: “O Google n3o é apenas uma operadora técnica e neutra do sistema
de publicidade online. A empresa explora economicamente e fornece as receitas

que fazem a maquina da desinformacao rodar.”



A questao indicada pelo autor mostra como véarias plataformas,
por meio dos seus sistemas de monetizacdo, mais do que indiferentes a
conteidos, podem estar lucrando e gerando lucros para terceiros com a
desinformacao, a mentira, o 6dio e o medo. Afinal, h4 estudos que mostram que
tais contetidos atraem mais a atencao dos usuéarios e sao compartilhados com
maior frequéncia.

Dessa maneira, ainda que o design original de varias plataformas nao tenha tido
o proposito de favorecer esse tipo de contetido, o sistema de monetizacao acaba
criando grandes incentivos para que isso aconteca.

Obviamente que nao se trata de problema exclusivo do Google,
estando presente em varias das plataformas e modelos de negocios online.
Ainda no sabado 12/12, a Folha de S3ao Paulo publicou a matéria “Pornhub
dissemina imagens de pornografia infantil e de estupros.” Vale ressaltar que o
referido site é um dos mais visitados globalmente - atrai 3,5 bilhoes de visitas
por més, mais do que Netflix, Yahoo ou Amazon —, fatura com os quase 3
bilhoes de anuncios vistos a cada dia e é considerado o terceiro site mais
influente do mundo, ficando atras apenas de Facebook e Google.

O problema do site ndo diz respeito propriamente ao contetido
pornografico, mas sim ao fato de que esta infestado de videos de estupros,
inclusive de menores, sexo com menores, pornografia de vinganca, videos
gravados por camaras clandestinas, conteudos racistas e misoginos, cenas de
violéncia contra mulheres, dentre outros contetudos ilicitos.

Vale ressaltar que, diferentemente do YouTube, o site permite que
videos sejam baixados diretamente, o que aumenta consideravelmente o risco
de veiculacao de conteddos ilicitos. O nimero de vitimas que tiveram suas
imagens indevidamente divulgadas, com prejuizos irreversiveis, é incalculavel.

Esses dois exemplos mostram a importancia de refletirmos sobre
os negocios baseados em divulgacdo de contetdos, especialmente as
plataformas, com um pouco mais de atencdo. Demoramos a entender que,
diante de servicos gratuitos, o produto somos n6s. Demoramos a entender que,
em muitos casos, as diversas plataformas competem pelos mesmos mercados de

tempo e atencao ou mesmo de influéncia ou manipulacao dos seus usuarios.



Demoramos a entender os desdobramentos politicos, sociais e econoémicos do
poder de conexao e de controle informacional que detém varios desses entes.

Com efeito, varias plataformas e negdcios digitais acabaram
assumindo o papel de gatekeepers dos tempos atuais. O termo gatekeepers,
como bem explica Karine Barzilai-Nahon', refere-se aos agentes que, em razao
de sua centralidade, exercem todas as formas de controle de informacao no
network que criam — tais como selecao, framing, timing, repeticao, sonegacao,
entre outros — e ainda tém grandes poderes sobre os membros do network, na
medida em que podem (i) “prender” usuérios dentro da rede; (ii) proteger
normas, informacoes, usuarios e comunidades de entradas nao desejadas; e (iii)
ainda manter atividades em curso dentro da rede sem distarbios.

Dai por que é fantasiosa a ideia de plataformas abertas e neutras
em relacdo ao conteddo. De forma contraria, toda e qualquer plataforma adota
regras de moderacao?, embora tal fun¢ao, como bem adverte Tartelon Gillespie?,
seja intencionalmente dificil de ser examinada e mesmo de ser percebida.

A moderacdo permite que as plataformas possam regular o
discurso de seus usuarios, impondo politicas e termos de servico e gerenciando
o fluxo de contetdos ilicitos automaticamente, por meio de softwares ou
manualmente, seja antes da publicacio (moderacdo ex ante), seja depois
(moderacao ex post)*.

A experiéncia pratica tem mostrado que o papel de muitos desses
agentes nao se resume propriamente a moderacdo e as consequéncias de
remocao e bloqueio de contetdos, mas abrange também o gerenciamento de
como o0s conteddos sao classificados e como alguns deles ganham destaque em

detrimento de outros®. Acresce que sao muitas as estratégias para fazer com que

1 BARZILAI-NAHON, Karine. Toward a theory of gatekeeping: a framework for exploring
information control. Journal of the American Society for Information Science and Technology,
V. 59, 2008, p. 1496.

2 GILLESPIE, Tarleton. Custodians of the Internet: Platforms, content moderation, and the
hidden decisions that shape social media, 2018. Disponivel em
https://www.researchgate.net/publication/327186182 Custodians of the internet Platforms

content _moderation_and_the hidden decisions that shape social media.

3 GILLLESPIE, Tartelon. Custodians of the Internet, cit.

4 LAVI, Michael. Do platforms kill? Harvard Journal Law Review & Public Policy, vol. 43, p.

477-573, 2020, Pp. 497-498.
5 GILLLESPIE, Tartelon. Custodians of the Internet, cit.


https://www.researchgate.net/publication/327186182_Custodians_of_the_internet_Platforms_content_moderation_and_the_hidden_decisions_that_shape_social_media
https://www.researchgate.net/publication/327186182_Custodians_of_the_internet_Platforms_content_moderation_and_the_hidden_decisions_that_shape_social_media

seus sites se tornem viciantes, o que produz engajamento e mantém os usuarios
na plataforma®.

Consequentemente, limitar a questdo da responsabilidade ao
plano da “criacdo” do contetido passou a ser insuficiente para equacionar o
poder e a responsabilidade, diante da constatacao evidente de que “a moderacao
e a recomendacao dos sistemas de algoritmos determinam que contetdo sera
visto e ouvido” pelos usuarios’. Mais do que isso, essa dinamica de divulgacao de
conteidos move uma sofisticada maquina por meio da qual podem lucrar nao
apenas a plataforma como também varios dos seus usuérios, ainda que por meio
da veiculacdo de contetudos ilicitos ou improprios.

Apesar de todo o seu controle sobre o fluxo informacional,
especialistas em tecnologia concordam que os esforcos das plataformas para
atuar proativamente no sentido de detectar e remover contetidos extremos,
incluindo ai o terrorismo, tém ficado aquém do que se espera®. Essas falhas
sugerem que os deveres de cuidado nao estdo sendo cumpridos, mormente
porque as plataformas poderiam se valer das mesmas tecnologias que utilizam
para direcionar propagandas a seus usuarios e ampliar seus lucros para
promover a identificacao eficiente a supressao de contetdos ilicitos®.

Michael Lavi® aponta que as plataformas s3o, na verdade,
explicitamente programadas para promover contetidos que geram reacoOes
fortes, ante o fato de que isso “evoca emocoes de alta excitacao”, que tém mais
probabilidade de serem compartilhadas, reforcando o engajamento na
plataforma e aumentando os lucros desta".

Sob esta perspectiva, abre-se nova frente de discussao, que deixa
de ter como foco apenas o controle de contetdos e passa a ter como foco a
propria arquitetura da plataforma, ou seja, o seu design e a compatibilidade
deste com padrées minimos de accountability' e de cuidado. Nao é sem razao

que, nesse cenario, autores como Maria Patakyova e Jan Mazar* destacam que
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o denominador comum dos danos expostos acima estd no design das
plataformas, criado para atingir interesses economicos dos agentes, a0 mesmo
tempo em que impoe externalidades significativas a sociedade.
A constatacdo de que as plataformas digitais ndo somente vém
exercendo a curadoria de conteidos, como vém fazendo isso de forma a
aparentemente priorizar os seus interesses econdmicos em detrimento dos
demais interesses envolvidos, mesmo que ao preco de graves externalidades
negativas, nao passou despercebida para a Declaracao do Conselho de Ministros
da Europa'#
Mais ainda, tecnologias e sistemas movidos a dados
sao desenhados para atingir, continuamente,
solugoes Otimas considerados os parametros
fornecidos por seus desenvolvedores. Quando
operam em larga escala, esses processos de
otimizacao, inevitavelmente, priorizam certos valores
em detrimento de outros, e, em consequéncia,
moldam os contextos e os ambientes nos quais os
individuos, seus usuarios e nao usuarios também,
recebem informacoes e tomam suas proprias
decisoes. Essa reconfiguracao do ambiente pode ser
benéfica para alguns individuos e grupos enquanto

prejudicial para outros, o que suscita discussoes
também sobre a distribuicao de seus resultados (...).

Se ja seria preocupante que nao houvesse o devido dever de
cuidado em relacdo aos conteidos que trafegam nas plataformas, mais
preocupante ainda é quando o proprio sistema de monetizacdo pode criar
incentivos e grandes lucros para a divulgacido de contetddos ilicitos ou
inapropriados.

Por mais que se trate de problema complexo, esta mais do que
hora de uma reflexdo mais intensa sobre o papel dos sistemas de monetizacao
em criar incentivos para os ilicitos, o que certamente tem efeitos sobre as regras
de responsabilidade civil de agentes que propiciam que isso aconteca e ainda

lucram com isso.
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