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Em 2018, dediquei uma das minhas colunas para refletir sobre
decisaito do DPDC que condenara a empresa Decolar por geopricing e
geoblocking'. Naquela oportunidade, apontei que o ponto crucial da discussao é
saber se esse tipo de discriminacdo, para além de eventual racionalidade
econOmica por parte das empresas, seria compativel com o ordenamento
juridico.

Com efeito, a discriminacao de precos nao é, por si so, ilicita,
havendo varios casos em que, mesmo do ponto de vista antitruste, seria possivel
imaginar a sua licitude, especialmente quando fundada em critérios objetivos e
racionalmente justificaveis tanto sob a 6tica economica como juridica.

O problema apontado pelo DPDC no caso do geopricing e do
geoblocking é que o critério da localizacao, ainda que objetivo, nao foi
considerado adequado para justificar a discriminacao. Isso mostra que um dos
pontos sensiveis do tema ¢é precisamente a escolha do discrimen.

Mais do que isso, é necessaria igualmente a analise da relacao
entre meios e fins, pois a discriminacdo nao apenas precisa ser justificavel, do
ponto de vista da finalidade, como o critério escolhido deve ser adequado e

congruente diante dos fins legitimos apresentados.
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Por essa razao, a andlise da licitude da pratica ora sob exame
envolve diversos desafios, a comecar pela propria possibilidade da
discriminacdo personalizada em si. Afinal, o Codigo de Defesa do Consumidor
prevé, em seu art. 6°, II, o direito basico a igualdade nas contratacGes,
considerando como praticas vedadas, em seu art. 39, dentre outras (i) recusar
atendimento as demandas dos consumidores, na exata medida de suas
disponibilidades de estoque, e, ainda, de conformidade com os usos e costumes
(inc. II), (ii) prevalecer-se da fraqueza ou ignorancia do consumidor, tendo em
vista sua idade, saude, conhecimento ou condicao social, para impingir-lhe seus
produtos ou servicos (inc. IV), (iii) exigir do consumidor vantagem
manifestamente excessiva (inc. V), e (iv) elevar sem justa causa o preco de
produtos ou servicos (inc X).

Verdade seja dita que ha varios mercados em que a precificacao
individualizada decorre da necessidade de célculo de risco, de que sdo exemplos
os contratos de seguro e de crédito. Assim, considera-se legitima a
discriminacao personalizada, desde que nao seja indevida ou abusiva.

Entretanto, nos mercados de aquisicao de produtos e servicos em
geral, a situacdo é bastante diferente, pois o funcionamento deles nao depende
do calculo individualizado de risco. Dessa maneira, nesses mercados, é bastante
questionavel se estd presente a justa causa mencionada pelo CDC como
pressuposto para a elevacao do preco de produtos ou servicos, ainda mais
quando a diferenciacao é feita por critérios que, longe de serem objetivos e
impessoais, podem ser bastante subjetivos e personalizados.

O problema torna-se ainda mais grave quando se verifica que a
precificacdo personalizada tem sido implementada por sistemas algoritmicos
cada vez mais sofisticados, os quais se inserem no contexto de uma economia
movida a dados estruturada na extracao macica de dados dos usuéarios, muitas
vezes sem 0 seu consentimento ou sem nem mesmo a sua ciéncia.

Logo, ha todo um leque de incentivos para que a discriminacao
ocorra com base em dados sensiveis indevidamente extraidos dos consumidores
— como estados de depressao, ansiedade, compulsao por compras, vicios, etc -
ou deles obtidos por inferéncias sub-repticias, muitas das quais revelam nao
apenas dados sensiveis, mas sobretudo grandes fragilidades e vulnerabilidades

dos usuérios.



Soma-se a isso varios outros problemas dos sistemas algoritmicos:

) a completa opacidade, o que impossibilita um controle efetivo sobre
(i.i) a propria existéncia da discriminacao, (i.ii) seus supostos fins e
(i.iii) a adequacao e congruéncia dos critérios utilizados diante dos
fins legitimos pretendidos;

(i) as dificuldades — ou mesmo a impossibilidade — de explicacao de
decisoes algoritmicas® o que aumenta a margem para a ocorréncia de
abusos e discriminacoes abusivas ou incorretas;

(iii) a assimetria informacional, o que faz com que agentes econOmicos, a
depender do caso, ajam em uma perspectiva de certeza diante dos
consumidores, podendo facilmente se antecipar aos movimentos e
reacoes destes ultimos ou manipula-los em larga extensao®.

Assim, se ja havia varios argumentos que poderiam apontar para a
ilicitude da precificagdo personalizada como regra, o mundo digital potencializa
varias dessas preocupacoes.

Nao obstante todas essas dificuldades, o debate recente tem
colocado em discussao alguns argumentos favoraveis a precificacao
personalizada, desde que estejam presentes alguns pressupostos que
assegurariam a soberania do consumidor, tais como a existéncia de mercados
competitivos, de ampla informacao e de consentimento qualificado por parte do
consumidor.

Todavia, como ja tive oportunidade de abordar em colunas
anteriores, além de muitos mercados estarem cada vez mais concentrados - o
que afasta, em muitos casos, a possibilidade de o consumidor insatisfeito
desviar sua demanda para outro ofertante do produto ou servico — é cada vez

mais dificil se falar em soberania do consumidor?.
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Com efeito, o mundo digital agrava varios problemas decorrentes
das limitacoes de racionalidade dos consumidores e da assimetria
informacional, induzindo o consumidor para escolhas que podem prejudica-lo.
Dai os riscos das dark patterns e das diversas formas de manipulacao.

Ademais, diante da opacidade dos sistemas algoritmicos e da
propria dificuldade para encontrar explicacdoes racionais de suas decisoes, €
cada vez mais dificil supor que o consumidor podera efetivamente compreender
a extensao do seu consentimento quando se refere a utilizacao dos seus dados
pessoais.

Dai por que ha boas razoes para concluir que os incentivos para a
extracao indevida de vantagens do consumidor podem ser bem maiores do que
os incentivos existentes para se aproveitar da precificacdo personalizada como
um instrumento de expansao de oferta — cobrando mais de quem pode pagar
mais para cobrar menos de quem pode cobrar menos — ou mesmo de subsidios
cruzados. Alias, do ponto de vista da discriminacao ilicita, ha varios estudos que
mostram que os mais vulneraveis socialmente, como os pobres e os negros, sao
os que mais podem sofrer os efeitos da discriminacao algoritmica®.

Quando o agente que pratica a precificacao individualizada ainda é
titular de posicdo dominante, a questao torna-se ainda mais grave. Se hoje ha
evidéncias empiricas de que o aumento de concentracdo nos mercados esta
levando a uma apropriacao indevida do excedente do consumidor®, com maior
razao havera incentivos para que isso ocorra diante das caracteristicas do meio
digital.

Outro ponto que precisa ser destacado é que, em muitos casos, a
precificacdo personalizada decorrera nao propriamente da maior eficiéncia do
agente econOmico, mas sim da exploracdo indevida de um ativo — os dados
pessoais — que ¢ de titularidade dos consumidores e que, em muitos casos, passa

a ser utilizado contra eles.
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Nao é sem razao que Acemoglu’” mostra que sistemas de
inteligéncia artificial, ao possibilitarem que agentes saibam mais dos seus
consumidores do que eles proprios, abrem as portas para a manipulagao
comportamental, que tem como efeito mais do que simplesmente transferir
excedentes dos consumidores para os agentes econdmicos, uma vez que acabam
distorcendo a propria composicao do consumo, criando novas ineficiéncias.

Além da dimensao econ6mica, ainda é preciso considerar em que
medida a precificacao individualizada é compativel com os principios da LGPD,
notadamente os da finalidade, da transparéncia e da nao discriminacao. Alias, é
significativo que a recente regulacao de inteligéncia artificial pela China cria
fortes restricoes para criacdo de modelos de classificacdo de usudrios, assim
como veda tratamento diferenciado em praticas comerciais, obviamente
incluindo ai a precificagdo, especialmente quando este é baseado em perfis de
hébitos e tendéncias dos consumidores®.

Por essas razoes, é preciso analisar a questdo da precificacao
personalizada com maior atencdo, inclusive para verificar se muitas das
opinides favoraveis (i) nao estao se baseando em premissas cada vez mais
descoladas da realidade, (ii) ndo estao ignorando os riscos reais desse tipo de
pratica, especialmente no mundo digital e no contexto de sistemas algoritmicos
de precificacdo e (iii) nao estdo desconsiderando que eventuais eficiéncias
econOmicas dai decorrentes nao podem se dar ao preco da violagcao dos direitos

dos consumidores e dos titulares de dados pessoais.
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